y 4

h , Differential Privacy has Bounded Impact
on Fairness in Classification
Lu' ggltﬁ{glte Paul Mangold, Michael Perrot, Aurélien Bellet, Marc Tommasi
Inria Lille, France
Classifiers and Margin [1] Group Fairness (Example of Equality of Opportunity |[2])
Feature space X, sensitive attributes &, labels V. Fairness level of h € H, for (y, k) € Y x S, for “desirable” labels y:

Decision function he H C A x )V — R.

Fo, olh,D)=P(HX)=Y |Y=y.5=k)—P(HX)=Y |Y =
We classity x € X as: v.k)(h, D) (H(X) | Y ) (H(X) | y)

H(x) = argmax,cy h(x,y) forx € X . (Equalized odds, accuracy parity, and demographic parity have similar expressions.)
Confidence margin of h for label y on input x: Average fairness level: Fair(h, D) D; S Z F(y.x(h, D)
(y,k)eY xS

,O(h,X,_)/) — h(va) — Maxy—y, h(Xv.y/)

Private Empirical Risk Minimization [3]

Summary
Assume strongly-convex loss. Release an (¢, 9)-DP value:
The dlffererTce of f.alrness between private and optimal BV A B € arg min © Z (h(x).y) | (ERM)
models vanishes since: her I o eD
1. Group fairness notions are pointwise Lipschitz. » Output Perturbation (3]:
riv >k p
2. Models learned by output perturbation or DP-SGD W =W+ N (O 0 (n2—e2))
converge to non-private one at a rate O(,/p/ne). > DP-SGD [4], compute for t = 0.... T — 1.
: : : : : At = pt— g 0,0
Main Assumption: Lipschitz Margins Y, ’

and return P = h'.
For x,y € X x ), there exists L, , such that for all h, i € H

with high proba

ne

In both cases: th”‘/ — h*H — (

=

|o(h, x,y) — p(h', x, y)|| < Ley ||h = H|

(Some) Group Fairness Notions are Pointwise Lipschitz

For h, ' C H, and any event E: |P(H(X)=Y | E) —P(H(X)=Y | E)| <E (‘p(,fyy)' E) \h— K]

|
<
~

: S L ~ L
= [Fiyx(h, D) = Fy (K, D) < Xy (h) - [[h = K|, with | Xy (h) = E (|p<hf§’<TY)| V=yo = k) e (ip(hf?{yﬂ Y

Fairness Loss due to Privacy Vanishes in O(,/p/ne)

* - priv ref ref priv. | %
F(y,k)(h : D) F(y,k)(h : D) < X(%k)(h ) O(\fp/ne) : for '™ & {h , h }
This guarantees that the fairness level of h”"" is close to the one of h*, even when the latter is unknown.
) o ] —+— Non-private Model Fairness « | Private Models Fairness
Numerical Results on Logistic Regression 0.4 :_ . 0.10
| . 0 0.3 g 0-087
With € =1, § = - on celebA (n=182k) and folktables (n=1,600k). & S 0.06-
Three variants of the bound, depending on knowledge of h, h': = 02 B 0.04-
: : ' - -
knowing only theoretical bound on th”" — h*H ©0.1 Z 0.00-
""" knowing empirical value of th”" — h*| , . 000 )
""""" knowing actual values of A" and h*. o 10° 104 | 10° _16_4 10°
Number of training samples Number of training samples
More generally (a) celebA (b) folktables
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