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Abstract

The Gaussian Mechanism (GM), which consists in adding Gaussian noise to a
vector-valued query before releasing it, is a standard privacy protection mechanism.
In particular, given that the query respects some L2 sensitivity property (the L2 dis-
tance between outputs on any two neighboring inputs is bounded), GM guarantees
Rényi Differential Privacy (RDP). Unfortunately, precisely bounding the L2 sensi-
tivity can be hard, thus leading to loose privacy bounds. In this work, we consider
a Relative 1.2 sensitivity assumption, in which the bound on the distance between
two query outputs may also depend on their norm. Leveraging this assumption,
we introduce the Relative Gaussian Mechanism (RGM), in which the variance of
the noise depends on the norm of the output. We prove tight bounds on the RDP
parameters under relative L2 sensitivity, and characterize the privacy loss incurred
by using output-dependent noise. In particular, we show that RGM naturally adapts
to a latent variable that would control the norm of the output. Finally, we instantiate
our framework to show tight guarantees for Private Gradient Descent, a problem
that naturally fits our relative L2 sensitivity assumption.

1 Introduction

Differential Privacy (DP) [Dwork, 2006] is considered the gold standard for protecting privacy, for
instance in machine learning. In this framework, a curator has a database x, and would like to answer
a query R on x by releasing an output R(z). Yet, releasing R(z) might reveal sensitive information
on z. Instead, the curator may use a private algorithm A to release a sanitized approximation A(R)(z)
of R(x). To guarantee that the amount of information leaked by releasing A(R)(z) is limited, DP
ensures that the distributions of A(R)(z) and A(R)(y) are close for any y ~ z, ie., that is close to
z according to a neighboring relation (databases that only differ in one row for instance). Several
divergences have been considered to measure the closeness between these two distributions, leading
to different variants of DP. Among them, Rényi-Differential Privacy (RDP), which is based on the
Rényi divergence, has become popular for its mathematical properties [Mironov, 2017].

Definition 1 (Rényi Differential Privacy). A randomized algorithm A satisfies («, e)-RDP for
a > land e > 0if Do (A(2)||A(y)) < e for all pairs of neighboring datasets x ~ vy, where
Do (A(x)||A(y)) is the a-Rényi divergence between A(x) and A(y).
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A fundamental building block for designing a private algorithm A is the Gaussian Mechanism
(GM,) [Dwork et al., 2006, 2014], which adds Gaussian noise to the private value R(x):

GM, (R)(x) = R(z) + N(0,0?), for some o > 0. (1)

It is very common (e.g., in machine learning) to compose multiple calls to GM,, to build iterative
algorithms like differentially private gradient descent [Song et al., 2013, Bassily et al., 2014]. RDP is
able to tightly track the privacy guarantees of (compositions of) GM,, and can be converted into the
more classical (e, §)-DP variant [Mironov, 2017].

The noise scale o2 of GM,, is based on an L2 sensitivity assumption, which guarantees that for any
neighboring inputs x ~ y, the query R verifies:

IR() = R < Ras @
for some R.ps > 0. In particular, for 02 = % GM, (R)(z) satisfies (o, €)-RDP. It is thus
crucial to estimate the L2 sensitivity precisely to achieve the best possible privacy-utility trade-off.
Unfortunately, this R,ps constant is often not directly known and difficult to bound tightly. In some
cases, the distance between outputs is also highly correlated to the norm of these outputs, and this is
the case in particular when the outputs depend on a non-private latent variable.

Consider for instance an institute that would like to assess the mean salary for different jobs in a
given company. Individual salaries are sensitive information, but people’s job is not secret, and the
average salary per job is the desired output. If we were to use the standard Gaussian Mechanism, then
we would need an absolute sensitivity bound of the form of (2) (note that other types of noises, such
as Laplace, would require similar bounds in other norms, such as L1, but the absolute aspect would
remain). To do this, the simplest approach is to use a bound on the maximum possible salary across
all jobs in the company. However, this is not satisfactory since results for lower-paid jobs would be
dominated by noise. An alternative is to restrict the neighboring relation to people that have the same
job, which is possible since the job is not private. The problem is that estimating the salary per job
(or a bound on it) is exactly what we would like to achieve in the first place. In this case, absolute
sensitivity bounds are thus unsatisfactory, and would lead to unnecessarily high, as well as unfair
(since the precision would be higher for well-paid jobs) estimates of the mean salary per job. Now
consider that we know that by law, there should not be more than 10% variations in salary for a given
job in a given company: this corresponds to a relative sensitivity assumption. In this case, one is
tempted to calibrate the noise to the empirical mean salary for a given job, since we know that all
the people with the same job in this company have comparable salaries. In this paper, we tightly
characterize how to scale the noise under this relative sensitivity assumption, leading to precise
and fair estimates of the mean salaries per job. Note that this simple example directly translates for
instance to releasing gradients, where the job would be the point at which they are computed and the
salary would be their magnitude.

Our contributions are the following: (i) We introduce the Relative L2 Sensitivity, which generalizes
the standard L2 sensitivity by allowing the upper bound to depend on the norm of queries. (ii) We
leverage this assumption to introduce the Relative Gaussian mechanism (RGM), in which the noise
that we introduce depends on the output that we are about to release. (iii) We show tight privacy
guarantees for the Relative Gaussian Mechanism. (iv) We show how the Relative Gaussian mechanism
can be applied for Private Gradient Descent to provide adaptivity to the gradients’ magnitude.

We first review related work in Section 2. We then define the Relative L2 Sensitivity in Section 3,
and introduce RGM in Section 4. Finally, we instantiate the results for gradient descent on quadratics
in Section 5, and present some corresponding numerical illustrations in Section 6.

2 Related work

Local sensitivity. Several classic techniques in the DP literature seek to avoid the calibration
of noise to global sensitivity by relying on the notion of local sensitivity. The local sensitivity
LSy (z) = maxy.y~g || R(x) — R(y)|| of a dataset x measures how much R(y) can differ from R(x)
for any neighbor y of x, which can be much smaller than the global sensitivity. In general however,
calibrating the noise to the local sensitivity does not provide privacy, as two neighboring datasets
may have very different local sensitivities. To go around this issue, previous work has proposed
approaches based on smoothing the local sensitivity [Nissim et al., 2007], or proposing and privately



testing the validity of a local sensitivity bound before releasing the output [Dwork and Lei, 2009].
Our assumption of bounded relative sensitivity is related to local sensitivity, in the sense that it
implies that neighboring datasets have similar local sensitivities (see Section 3 for details). However,
our framework does not seek to reduce the noise compared to approaches based on (a tight bound
on) global sensitivity, but instead address situations where (i) the scale of R(x) (and thus the global
sensitivity) is not known in advance for the dataset = of interest, for instance because it depends
on a latent variable (like the job type in the example of Section 1, or the distance to the optimum
in gradient descent), and (ii) for any = ~ y, ||R(x) — R(y)|| can be approximately bounded by a
constant factor times | R (). In this context, RGM, , naturally adapts to the latent variable, while
our bounded relative sensitivity assumption ensures that it satisfies differential privacy.

Beyond absolute sensitivity. In some cases, absolute sensitivity can be high due to the presence
of outliers. Tsfadia et al. [2022] proposed an algorithm to refine an absolute sensitivity bound by
privately discarding outliers. Brunel and Avella-Medina [2020] goes further and uses distributional
assumptions to privately estimate queries whose absolute sensitivity is unbounded. The main
drawback of their method is that, in unfavorable cases, the algorithm may stop without returning
anything. In contrast to these methods, our relative Gaussian mechanism always returns a value,
without relying on an absolute sensitivity bound. Instead, it uses a relative sensitivity assumption,
that does not require the absolute sensitivity to be bounded.

Private gradient descent. Differentially private gradient descent (DP-GD) and its stochastic variant
(DP-SGD) were first proposed by Song et al. [2013]. These algorithms and further variations have
been widely studied as private minimizers of the empirical risk [Song et al., 2013, Bassily et al., 2014,
Wang et al., 2017], and of the population risk [Bassily et al., 2019, Feldman et al., 2020]. All these
algorithms have been formally shown to achieve the optimal utility derived by Bassily et al. [2014].
The analysis crucially relies on an absolute L2 sensitivity bound on the gradients (typically obtained
by assuming the loss function to be Lipschitz) to calibrate the noise. Unfortunately, this often leads to
the injection of excessive amounts of noise. Abadi et al. [2016b] proposed a more practical version of
DP-SGD (implemented notably in PyTorch Opacus [ Yousefpour et al., 2021] and TensorFlow Privacy
[Abadi et al., 2016a]) which uses gradient clipping to reduce gradients’ L2 sensitivity. Similarly, Asi
et al. [2022] reduced this sensitivity using a clipping-like procedure. In both cases, this decrease in
L2 sensitivity introduces bias in the computation [Amin et al., 2019]. This phenomenon makes the
analysis of clipped algorithms significantly harder [Chen et al., 2020, Yang et al., 2022, Koloskova
et al., 2023], and it is difficult to choose a constant clipping threshold without tuning an additional
hyperparameter. Pichapati et al. [2019] and Andrew et al. [2021] proposed heuristic methods for
chosing clipping thresholds adaptively, although without theoretical guarantees and with limited
practical applicability. Our method can reduce the amount of injected noise, while circumventing the
difficulty of setting a proper clipping threshold. Indeed, our relative sensitivity assumption allows the
design of a relative Gaussian mechanism where noise naturally adapts to the gradients’ norms. Unlike
clipped DP-GD, the convergence analysis of DP-GD using our mechanism is very similar to the one
of DP-GD without clipping (see Section 5), while allowing to reduce noise injection. In problems
that do not fit our relative sensitivity assumption, we also propose a “clipping-like” procedure, which
enforces a bound on the relative sensitivity under mild statistical assumptions.

3 Relative L2 sensitivity

As discussed in the introduction, we start by relaxing the restrictive L2 sensitivity assumption.

Definition 2 (Relative L2 sensitivity). An algorithm A satisfies Relative L2 sensitivity if there exists
constants 11 > 0 and R,¢; > 0 such that for any two neighboring inputs x ~ y:

|R(z) — R(y)|I> < n? | R(x)|)* + RZ,. 3)

Note that by symmetry, this is equivalent to | R(z) — R(y)[|* < n? min(||R(z)|?, |R(»)|?) + B2,
Besides, we recover the standard L2 sensitivity for = 0.

Examples. This definition is particularly useful when we know relative or multiplicative bounds on
inputs. As discussed earlier, this can be the case if we would like to estimate salaries for a given job,
and we know that all the people we consider have salaries within 10% of each other (for instance
because it is imposed by the law). We would need to know salary estimates for each job to guess



the appropriate absolute sensitivity R?, _ (or use a very imprecise global one for all jobs), whereas

knowing the law directly gives us = 0.1 and R,) = 0.

In this case, the salaries are directly correlated to a latent variable: the jobs. This is also the case for
gradients, whose norm depend on the point at which they are computed. The absolute L2 sensitivity
would write |V f(0) — V/(0)[|* < Raps(0)2 where f and f” are objective functions computed on
neighboring datasets. Therefore, we would either need to (i) know R,y (6) for all values of 6, which
is a lot of information, or (ii) bound it uniformly, which can be very loose. In contrast, Relative L2
sensitivity can ensure ||V f(6) — Vf/(0)> < n2 |[V£(0)]* + R2, with tight absolute (independent
of ) parameters 1 and R, see Section 5 for more details.

Links to local sensitivity. As discussed in the related work section, the motivating idea behind
local sensitivity [Nissim et al., 2007] is to set the noise according to the bound on the distance
between the specific output we would like to protect and all neighboring ones. This allows much
lower noise in general, since some outputs might have small sensitivity. Yet, this does not guarantee
differential privacy as the level of noise injected gives information about the input that is released, as
two neighboring inputs might have very different local sensitivities.

Note that Definition 2 actually bounds the local sensitivity, since the bound depends on the inputs
that we consider. It is stronger however, as we can show that the variations of the local sensitivity
induced by the relative sensitivity for two neighboring inputs are bounded. Said differently, due to its
symmetry, relative L2 sensitivity also ensures that two neighboring inputs also have comparable norms,
and so comparable local sensitivities. As we will see in the remainder of this paper, Definition 2
will allow privacy guarantees to hold even though the norm of the input is partly revealed through
the noising process via the local sensitivity. In particular, we will show that Definition 2 can be
leveraged to release information privately even when R, # 0, and with no additional information.
Our framework thus highlights an interesting example in which a form of local sensitivity can be
used while still ensuring Differential Privacy.

4 The Relative Gaussian mechanism

4.1 Mechanism and privacy guarantees

We now present our central contribution, the Relative Gaussian Mechanism (RGM,, ), and derive its
privacy guarantees. RGM,, , extends GM,, to queries that satisfy relative sensitivity. It leverages
relative sensitivity to guarantee privacy while adapting the scale of the noise to the norm of the query.

Definition 3 (Relative Gaussian Mechanism). Let v > 0 and o > 0. The Relative Gaussian
Mechanism of parameters (v, o) is defined as:

RGM, o (R)(2) = R(z) + N(0, |R(2)|* + 0%) . Q)

RGM,, , generalizes the standard GM,,, as we recover it by setting v = 0. When > 0, it controls
to which extent R(x)’s norm is used to set up noise. Note that o is a baseline noise, which allows to
handle inputs where the query’s output has small norm. For instance, if R(z) = 0 on some input z,
and R(y) # 0 on an input y ~ x, this baseline noise is necessary to guarantee privacy.

We show that, although RGM,, , uses the query output to calibrate the noise, it can still guarantee
privacy. This perhaps surprising result follows from the relative sensitivity assumption. Intuitively,
this assumption ensures that all neighboring outputs have comparable norms, resulting in comparable
levels of noise. The next theorem formalizes this intuition, deriving tight privacy guarantees for
RGM,, , on queries that satisfy a relative L2 sensitivity assumption.

Theorem 1 (Privacy guarantees of RGM, ). LetR : D — R be a query that verifies (1), Ryel)-
relative L2 sensitivity (Definition 2) for some 1 < 1 and Rye1 > 0. Thenfor 1 < o < (1+n)%/(2n+
n?), and o > yn=?[1 — n(a — 1)] R%;, RGM,, ,(R) satisfies (v, €)-Rényi-DP with

rel’
2
an 1 9
€= —— +yd(2+n)*]. 5)
2y [1=nla=1)(2+n)
The proof is mostly technical, we thus defer it to Appendix A. Theorem 1 shows that RGM,, , can
provide meaningful privacy guarantees. For a fixed vy, the guarantee is as strong as 12 is small. This is




in line with the intuition presented above: when 7? is small, R(z) and R(y) (for x ~ y) have similar
norms, and these norms are less sensitive.

Scale of the noise. The scale of the noise is controlled by the parameter . Indeed, for a fixed ~y, our
result suggests to set the baseline variance as 02 = yn~2(1 — n(a — 1)) R%,. As such, small values
of v will lead to small noise addition (both in the baseline and the relative term), but will decrease
privacy guarantees. Conversely, higher values of -y require more noise for better privacy guarantees.

Arbitrary privacy guarantees cannot be achieved. Although the parameter y controls the level
of the privacy guarantee, not all values of o and € are achievable. This is in stark contrast with the
classical GM,, (n = 0), where increasing the noise o always improves privacy. This discrepancy
is due to the fact that scaling noise with ||R(z)|| already releases some information about the input.
Sadly, this information cannot be privatized using more baseline noise o without a priori bounds on
|R(x)|]. Nonetheless, we emphasize that when 1 — 0, all values of « and € are possible.

Theorem 1 implies that € > 2an?d, where d is the dimension of the output of R. Consequently,
RGM, , is more likely to give good privacy guarantees on small-dimensional queries. Note that this
is tight, as discussed below. To mitigate this issue, one can either (i) restrict the query to a subset of
its coordinates, or (ii) adapt the query to decrease the value of ) (see discussion in Section 5.3).

Conversion to (¢, 0)-DP.  Using Proposition 3 of Mironov [2017], we can convert the RDP guarantee
given in Theorem 1 to classical DP. For clarity of discussion, we give a closed-form expression of the
differential privacy guarantees for the Relative Gaussian Mechanism in Corollary 1. We stress that
better guarantees can be obtained by numerically optimizing the bound obtained from Proposition 3
of Mironov [2017], and provide a script to choose the best values of o and +y in the supplementary.

Corollary 1 (Conversion to (¢,)-DP). Let 0 < § < 1. We assume that v~* > 4(2 + 1)%log(1/6)
or that d > 8log(1/d), and use the same notations as in Theorem 1. Then, RGM, , satisfies

. . . . 2
(¢, 0)-differential privacy with parameter ¢ = x + 2./ x log(1/6), where x = 777 +in2(2 4 n)2d.

We prove this result in Appendix A.5. While this result does not allow arbitrary privacy guarantee, we
stress that meaningful guarantees can still be achieved. For instance, if n = le-3, d = 10, § = 1e-8,
and v = 10072, the Relative Gaussian mechanism guarantees (¢, §)-DP with ¢ ~ 0.86.

4.2 Privacy Loss and Comparison with the Gaussian Mechanism

Let us consider that we use the relative sensitivity as a local sensitivity to set the noise level for
disclosing output A(z). In this case, guaranteeing (o, €, )-Rényi-DP when releasing output A(x)

requires setting the noise as 02, = %(772 |R(z)||* + R%,). Unfortunately, as explained before,

local sensitivity does not guarantee differential privacy. If we were to use the same level of noise

2
in the Relative Gaussian mechanism, this would correspond to v = §2-, and 0% = 47 ?RZ . In

particular, Theorem 1 tells us that this choice actually guarantees RDP with parameter:

Ex ad , 9
The first term corresponds to the target privacy level €,, weighted by a factor which is bounded by 2
as long as 61(a — 1) < 1, and goes to 1 as 7 decreases (for a fixed o). The second term corresponds
to the privacy loss incurred by using the norm of the current output to set the noise level. Note that
we see from Theorem 1 that this term is independent of v and o it corresponds to a baseline loss
that is paid for using a local form of sensitivity. We would get rid of this term if all possible queries
R(z) had the same norm, and this norm was public. However, this is a very strong assumption that
generally does not hold (or requires very high absolute sensitivity bounds R?2, ). Note that it is
tempting to use another output R(y) to set the noise level, and thus decorrelate the noise level from
the specific input that we consider. However, R(y) would not be independent from R(z) since x ~ y.

3

This privacy loss term explains why using arbitrary large v does not lead to arbitrary good privacy
guarantees. However, as long as 7 is small enough compared to «, the privacy loss is purely additive.
This means that if the dimension d is not too large (d < v~!/9, more for small 7)), we are safe using
the relative Gaussian mechanism with minimal privacy overhead. Note that the d term comes from
the fact that we use Gaussian noise, and other noise distributions might incur other dependencies.



Standard vs. Relative Gaussian Mechanism. This “privacy loss” point of view allows us to
reason about the noise introduced by the Relative Gaussian Mechanism, versus the standard one.
Indeed, let us neglect the additive privacy loss term. In this case, as argued in the previous paragraph,
the privacy guarantees are comparable to the standard Gaussian mechanism with local sensitivity
n? |R(z)||* + RZ,. In particular, which mechanism yields the best utility (less noise for a given
privacy level) depends on which sensitivity bound is the tightest. If R2, | > 72 max, ||R(z)||* + R2,
then the relative Gaussian mechanism is always better, because it will lead to similar guarantees with
less noise overall. Otherwise, some outputs might be noised more with one mechanism and less with
another. This is highly application-specific, as it is conditioned by the structure of the outputs.

Tightness. One natural question that arises is the tightness of Theorem 1. Due to the parallel with
local sensitivity, the first term is tight up to the (usually small) multiplicative factor. The second term
is also tight up to a factor 1/2 in the limit of small 7, thanks to the tightness of the inequality used to
obtain it. We discuss this in Appendix A.4.

S The special case of gradient descent

An important application of RGM,, , is private gradient descent. In this section, we describe it in the
quadratic case, for which we estimate the values of 7 and R,.; and propose a clipping-like procedure.

5.1 Gradient descent under relative sensitivity assumptions

In this section, we consider a function f : R? x D — R, where D is a set of possible datasets.
Assume that the gradients of f (w.r.t. its first parameter) verify the relative sensitivity assumption.
Given a dataset D € D, we can then privately minimize this function using the following private
gradient descent algorithm, where -y, 0 > 0 are parameters of the RGM, and 7 > 0 is a step size:

9t+1 = 9,5 - TR,GMFY’O-(:RQ,‘)(D) where :Ret (D) = Vf(@t, D) . (7)
We remark that the form of RGM, ,’s noise allow a tight analysis of the utility, as shown below.

Theorem 2. Let f : R? x D — R be p-strongly-convex and L-smooth in its first parameter (see,
e.g., Nesterov et al. [2018]). Let D € D be a dataset, and 0, be the minimizer of f(-; D). Assume
that f’s gradients satisfy (n, Rye1)-relative sensitivity, and that 7y, o are set as in Theorem 1. Then if
7 < (L + )71, the iterates obtained by (7) satisfy, for all t > 0,

2
TO
E (160 = 6.1%] < (1= i)' o — 0.0° + T ®)

The proof, along with a similar result in the general convex case are in Appendix B.1. The key
observation is that the progress towards 6, is proportional to ||V f(6;; D)||?, so it can compensate
the norm-scaled noise term, and only requires slightly decreasing the step size (we recall that + is
typically small). Contrary to the usual DP-GD, which privatizes gradients using GM,,, the variance
term is ﬁ, where o2 now depends on R,; which can be much smaller than the absolute sensitivity.

In the remainder of this section, we exhibit settings in which the gradients verify relative sensitivity.

5.2 Relative L2 sensitivity for linear regression

We now consider the specific case of quadratic objectives. More specifically, f is of the form
- 1 2 Hre 2
Do IXTo—wl + =2 0017, ©
i=1
where X € R?¥™ and y € R™. We denote by (X;, ;) € R? x R the i-th data record (i.e., the i-th
column of X and i-th element of y). Let (X', 3') ~ (X, y) be a dataset that, w.l.o.g, only differs
from (X, y) on its first record (X, yo). In the following, we denote f = f(-; D) and f' = f(-; D’).
Let I; € R4 be the identity matrix and let us denote A = XX + ji oIy € R4, A, =
X;X,| € R™¥d p = %Xy € R? and b; = %quz € R? (and similarly for A’ and b’). Then for

1

n

1
FO:X.y) = o [ XT0—y|” + B2 ) =



0 € R VF(O) = A —band Vf'(0) = A'0 — b'. The difference between two gradients is

1
IVF(0)=V f(0 )H2:EH(AO*ABW*ZJOWBHQ
= 5 (40— ADATI (A0 — 1) + (4o - A )A*lb — b+, ||2
3 / / —
< 2 (1A I + |4 A ] I9 £ @)1 + 5 9 o(A™) ~ T i5a~0)

with || A|| = Amax(A) being the 2-norm for matrices. This bound hints at relative sensitivity, and we
now discuss the corresponding 7 and R, terms. We first define L, i > 0 the bounds on the largest
and smallest eigenvalues of all A4, i.e., L > ||A]|, and it < Apin(A). Then, denote k = L/ p.

The relative term 7).  The first term that we notice is || A9 A~!||, which can be naively bounded as
|AgA=1||? < max; || A;]|%/ 2. However, this term can also be bounded as:

[ 40A~H||* = |1 Xo0 1> Xg A"2X0 <k (Xg A~ X0)". (10)

Therefore, it suffices to have X J A1 Xy < Lo for some L,q (and same for X, {), which corresponds
to point X belonging to the ellipse defined by A~! and of radius L,.;. We remark that in most cases,
L) does not depend on the conditioning of A. Thus, A can be highly ill-conditioned, while L
remains small. Depending on the distribution of Xy, || Xq H2 Xy A=2 X can also be bounded directly
in a tighter way. We now discuss two examples in which we can reasonably control ||AgA~!(|? in a
tight way, accentuating the relevance of this relative bound.

1 - Orthogonal data. Relative sensitivity can be easily bounded for orthogonal data, i.e. if ei-
ther X, X; = 1X,]1% or X, X ;5 = 0. Consider that at least half of the dataset is fixed, and
contains all different X; in equal proportions (so, d~!). In this case, A = 2171 Z?Zl X X;" so

[ X;1* X,” A=2X,; < 2d. Note that the relative sensitivity is independent of the scale of each X;. See
Appendix B.3 for more detailed derivations.

2 - Gaussian data. If the data is Gaussian, then with sufficient regularization X(;'— A~1Xy < Lyq with
L) independent of the covariance of the data.

Proposition 1. If the columns of X are drawn i.i.d from N(0,X), and we set the regularization
as flreg = C 1= Vdest +In(d) +In(26-1)]/n then relative sensitivity is satisfied with n? =
c'k(d/n)?log(2n/8)? with probability at least 1 — §, where ¢, ¢’ > 0 are small absolute constants,
K is the condition number of ¥ and deg < d is the effective dimension of X..

The proof and details can be found in Appendix B.4. In this case, § corresponds to a catastrophic
failure mode: the assumptions are not verified, and so the privacy guarantees do not hold.

The absolute term R,.;. By using the relative framework, we have gone from having to bound the
difference between gradients at all points to only having to bound it at A~!b, the rest being handled
by the norm scaling. When an approximation of A~1b is known, this gives much tighter guarantees.
Otherwise, this term writes: || (Ao — Aj)A™1b — by + by || < ||(Ao — A AT || [|6]] + [0 — bp]|. In
the end, one only needs to control the norm of b and by — b(,, which can be done via clipping.

General functions. All derivations above consider quadratic objectives. Yet, similar terms with
corresponding intuitions can be derived for arbitrary convex functions, as presented in Appendix B.2.

5.3 Enforcing relative L2 sensitivity

In practical applications that do not verify relative sensitivity per se, we may want to enforce it, like
clipping does for absolute sensitivity. In the quadratic case, the absolute term R,.; can be controlled
by clipping the b;’s. Yet, we should also enforce that H Ag — A AL H < n, which could be done
by writing A = firegIq, then clipping the A;’s so that ||A;]| < ca. In the end, we would obtain
| A0 A~|| = ca/preg. However, this bound can be quite loose, since it does not leverage relative
assumptions between Ag and A~!. The following generic assumption can give a tighter bound.



Assumption 1. There is a matrix C € R%*?, a threshold R., and a regularization freg SUCh that
for any dataset X € RY*™ there is a set of points I such that I C {i, | X;||* X;”C~2X; < R4},
|Ic| > wn for some w > 0, and Ac = |171c\ Zielc XX, + treglq = pC for some p > 0.

This assumption states that we know a matrix C, a threshold R, and a regularization fi,c, such that,
regardless of the specific dataset instance, if we “clip” the points that are not in I (e.g., drop them,
or reduce their norm them to meet the condition to be in I): (i) a constant fraction of points will
not be clipped, (ii) the regularized covariance of the non-clipped points is lower bounded by pC,
for some p > 0 that is independent of the dataset. Intuitively, this means that although we do not
know the specific points in the dataset, we know a bound on their covariance. Interestingly, using any
C' # I, in Assumption 1 helps obtain better values of 7 as long as p/ ||C|| > fireq. Thus, even loose
estimates of the covariance can be used: combining this assumption with RGM is therefore a good
way to leverage expert knowledge on the matrix C' to reduce noise. In the absence of such knowledge,
C could also be estimated using a public subset of the X;’s. Another implication of Assumption 1 is
that relative sensitivity can be enforced by a clipping-like procedure, that we describe below.

Proposition 2 (Clipping). Let Assumption 1 hold, with (C, R.) the corresponding matrix and
threshold. Let X be the clipped dataset, obtained as X; = R.X;/ max(Re, (|| X|> X C2X,)%).
4

Then, X verifies the relative sensitivity assumption with constant n = PEpLITER
The proof can be found in Appendix B.5. We refer to this procedure as “clipping” since relative
sensitivity is enforced by shrinking the norm of the X; when they are too large. Note that the privacy
guarantees in this case are quite underestimated: we consider that points that are clipped are just
discarded and put to 0, whereas in reality they also contribute to the covariance. Actually discarding
these points would allow to get rid of the w? factor at the cost of more bias in the dataset. Importantly,
the clipping only depends on C, and is independent of the other points in the dataset. This is crucial
as it preserves the property that datasets that only differ in one sample still do after clipping (which
would not be the case if clipping using A=1).

Similarly to the bound on 7, we show in Proposition 3 that an alternative formulation of Assumption 1
is verified for Gaussian features where C'is the covariance of the underlying Gaussian distribution.
This means that we expect this kind of clipping to work well when the data “looks Gaussian”.

Proposition 3. Let X € RY*" such that its columns X; are drawn i.i.d. from N(0,%). Let I
be such that Ic C {i, X;'S7'X; < R?}. Let§ > 0 and n > 4log(2d/8)/9. Then, with

probability at least 1 — 36, |Ic| > wn with w = p(x*(d) < R2) — /log(6=1)/2n, and Ac =
ITlc\ Eielc X X, + tregla = pC for some p > 0O that only depends on R. and regularization

4
reg = 4|2 RZy/ W. In particular, dropping the i ¢ I, leads ton = ?5;;.

The proof can be found in Appendix B.6. Note that it is generally simpler to check the condition

X,"C~1X; < R? rather than || X,||> X;” C~2X; < R%, as is for instance the case for Gaussian data.
This is why Proposition 3 uses the first condition instead of checking Assumption 1, but arrives to a
result comparable to Proposition 2 by leveraging (10).

We can then compare the result with that of Proposition 1, by setting R? = O(d) (since E [x?(d)] =
d). We obtain that if we know the covariance X of the Gaussian distribution from which the data is
sampled, then we can perform clipping and replace the O(log(n/J)) term by constant terms. This is
because, thanks to clipping, we do not have to increase L, to include potential outliers.

6 Experiments: distributed training under local DP

We have presented several ways of estimating or enforcing the relative sensitivity parameters in the
previous section. Yet, they require inverting an approximation of the covariance of the data, which
may be computationally expensive. Nonetheless, an interesting use-case for the Relative Gaussian
Mechanism is distributed training in the local model of differential privacy. Several nodes participate
in a global training procedure, minimizing a shared objective. To this end, they periodically exchange
(private) gradients, and the key bottleneck is thus communication. We remark that privatizing
gradients is a local procedure, that each node completes on its own. In particular, it is reasonable



10° \
107t
103
& &
~1072 =
kS X
i~ =4 102 N
—— Relative
N —— No noise
10 Clipped high
10t CI!pped
Clipped low N
0 10 20 30 40 0 10 20 30 40 0 10 20 30 40
Iteration number Iteration number Iteration number

Figure 1: Utility of several private gradient descent algorithms with equivalent RDP guarantees.
(Left): ‘Random’, (Middle): ‘label’, (Right): ‘bias’. Shaded areas are min/max values over 3 runs.

to assume here that nodes can locally and efficiently estimate (7, R,1) without having to solve the
global optimization problem (which would require communication).

We argue that, contrary to the RGM,, , it is impossible to effectively use the GM,, without knowledge
from other nodes. To illustrate this, consider the simple example where two nodes have respective

objectives f1(A) = a||0]|%, and f2(8) = 3|0 — b||>. There, the sensitive records to keep private
are & € [Qmin, @max] and B € [Bmin, Bmax)- Both nodes can easily compute their local parameters
M = Omin/Omax> M2 = Pmin/Pmax, and Ry = 0. Then, they can directly use the RGM, ,.
Consider now that nodes use GM,, with gradient clipping instead, and that for this particular instance,
« = 8 = 1. In order not to bias the objective, the clipping threshold for node 1 would need to be
set to a least ||b||, which is equal to the norm of the gradient of f; evaluated at the global optimum.
However, node 1 has no knowledge of b, and has thus no way of setting a relevant clipping threshold
without exchanging information with node 2. In this simple illustrative example, it would of course
be enough to just exchange an approximation of b, which has a reasonable cost. Nonetheless, this
highlights that setting a relevant clipping threshold in general requires knowledge of the solution to
the global problem, which is generally unavailable as it depends on all nodes’ data.

We illustrate this with linear regression experiments on the ijcnnl dataset [Chang and Lin, 2001]
(concatenation of train and test from LibSVM repositoryl), so the total NV = 141691, and d = 22.
We consider ridge linear regression, so f is of the form of (9) where the y; correspond to the binary
classification labels. We set the regularization parameter fi;cg = 0.03, and RDP parameters o = 2
and € = 0.1. In order to avoid having to decide a clipping threshold for GM,,, we automatically
set the threshold as the maximum of the individual stochastic gradients at optimum (to avoid bias).
We also run experiments with cpier, = 10c (‘Clip high’) and ¢joy, = ¢/10 (‘Clip low”). We compare
this to vanilla gradient descent without noise and RGM,, ,, where the 1 parameter is approximated
using (10). The results are shown in Figure 1. Code is available in supplementary material, and the
precise experimental details can be found in Appendix C.

We study 3 different data splits: (i) ‘Random’ (left plot): the data is split randomly across the two
nodes. (ii) ‘label’ heterogeneity (center): we sample 50 points at random for each node, and then all
positive labels are assigned to one node and all negative to the other. (iii) ‘bias’ (right): we add a bias
B to the objective to recreate (with more complex data) the simple example discussed above.

We observe that, although there is generally always a clipping threshold that works well, this
threshold is problem-dependent. Small thresholds work well for homogeneous objectives or with
label heterogeneity, whereas larger clipping thresholds handle bias heterogeneity better. Therefore,
the clipping threshold needs to be tuned, which requires more communication, and incurs additional
privacy leaks. On the contrary, the Relative Gaussian mechanism is, in this case, able to deal with
heterogeneity without such tuning.

"https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
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7 Conclusion

We introduced the relative L2 sensitivity, a generalization of the usual L2 sensitivity which depends
on the norm of the query. We designed the Relative Gaussian mechanism (RGM.,, ), a mechanism
that exploits this sensitivity assumption to adapt the level of noise to the norm of the query R(x), and
proved tight privacy guarantees. We then applied RGM,, , to private gradient descent and proposed
a clipping-like procedure to enforce the relative L2 sensitivity under some statistical assumptions.
An exciting and challenging direction is to generalize the relative L2 assumption and RGM,, , to
sub-sampled queries, and apply them to private stochastic gradient descent. We also note that relative
L2 sensitivity could be further refined by measuring it in other norms, possibly in combination with
the use of other noise distributions.
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Appendix

The appendix is organized as follows. Section A contains the full proofs for the general RGM,, ,,
and in particular Theorem 1. Section B contains the proofs for the results that justify using rela-
tive assumptions when minimizing quadratics, and Section C contains the detailed experimental
setting, with all the elements needed to reproduce the experiments. The code itself can be found in
supplementary material.

A Proofs for the Relative Gaussian Mechanism

A.1 Bounding the noise scale ratio

We start by the following simple lemma, that will allow us to bound the domain of admissible a.

Lemma 1. Ifo? > XU D R2 oy (1+n)2< AR@+o7 < (1+n)

2n+n?  lrel’ = ANRWIP+o? =
Proof.
YIR@)* + 0% _ 7[IR(Y) + R(z) - R()|* + 0
IR + o WHR(@/)H +0?
YL+ R + (1 + 171 [R@) = R()[|* + 0

- VIR + 02
_ DRI+ + 0 )P R + REy) +
a VIR + 02

The result then follows from using the bound on ¢ to factor 7 ||R(y)||> + o2 in the numerator. The
other side (lower bound) is obtained by inverting R(x) and R(y). O

A.2 Rényi divergence of two Gaussians
Recall that for & > 1 and two distributions, P and (), the Rényi divergence is
1 P(x)*
P —1 ———dx .
Da(PIIQ) = e = olr [ graerds

Lemma 2. Let P and QQ be Gaussian distributions of dimension d centered in p; and po with
variance o3 and o3. Then, assuming that ac3 + (1 — a)o} > 0,

2 l—a
ollpr — po| d )
+ 1o . (11)
2(a0y + (1 -a)of)  a-—1 : aos + (1 —a)o?

Remark that when o1 = o9, we recover the divergence of the standard Gaussian mechanism.

Da(Pl|Q) =

Proof.

2d(a 1) 2
1 o fju— 1—a)l|lu—
Do (Pl|Q) = a—llOg /e p< [ M1|| ( )l pa| )du .

27r dg2da 203 203

We first compute the one-dimensional integral

[ e (-0l 0l
oo P 203 203

+00 2 2
- o 1-a i <1—a>u2 o (1-a)
‘/_m e"p( (%%* 2) +( T ) T2 T 203

2 20%03

2 2
201 op

0103

oo 2 2 2.2 2 2
1- 1-— 1—
Z/ exp (_ (W) w4 (O‘NIUQ +( a),ugal) o QMO + (1 — a)udo?
— 00
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+oo b2
Now, since / exp(—(au® +bu+c))du = \/? exp (4— - c), we have after simplification, and
a a

— 00

assuming ac? + (1 — a)o} > 0,

i L U S B R L B Y
e 202 203 ac? + (1 —a)o? 2(acl + (1 — a)o?
\/ﬂfho’z exp (_04 1- )(Hl ,U2)2>
)oi

2(acl + (1 — a)o?

acs + (1 -«

Back to our divergence, we obtain

1 2d(a—1) d /—2 1 )
Du(Pl|Q) = log 5 d_2do H 2 L = eXp <0‘( 2l - l )
a—1 (2m)doy o1 Vaos + (1—a)o? 2(ac? + (1 — a)o?)
d l—-a _« 2
1 1—
= log H 201 ik > exp (a( ) (5 — ”21 >
a—1 j=1 Vaoy + (1—a)oi 2(ac? + (1 — a)o?)
1 l-a _« d 1
= log 919 exp | — ol —a)[|lp — #2“
a—1 ac? + (1 —a)o? 2(a03 + (1 — a)o?)
= log o) %of L@ g1 — paolf?
1 aos + (1 —a)o? 2(ac? + (1 — a)o?)

A.3 Privacy guarantees (Theorem 1)

We would now like to apply Lemma 2 where y; = R(x), 07 = v ||9%(33)||2 + 02, uz = R(y) and
2

o3 =7 IRW)II” + 0.

Verifying the condltlon on a. To this end, we first need to verify that ao3 + (1 — a)o} > 0, or

equivalently that 02 /0? > 1 — o~ L. If applicable, Lemma 1 would directly give us that this is true as
long as (1 +n)~ 2>1— a~!, which leads to the bound:

2
at>1-(14n) %= W, (12)
so in the end: )
(1+n)
PR (13)

This is equivalent to a — 1 <
Lemma 1, we need to verify that

(2 Fenl which is the condition from Theorem 1. In order to apply

o2 > L+n7' 5 Ry, 147

= . 14
_7271—%772 rel n? 2407 19
This is automatically verified for the choice of o from Theorem 1 since
1 _L+n
l-nla-1)>1-2+n)t'=-—. 15
ne—1)>1-(2+mn) s (15)

Bounding the main term in (11). Now that we verified that we can apply Lemma 2, we can use
it to bound the divergence. To bound the first term in (11), we start by recalling that, by Young’s
inequality,

IR@)I5 < (L+0) [R5 + 1 +57") [R(z) = R - (16)
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Using this inequality, we can lower bound the denominator

aaQ +(1- a)01 (17)
= o® +7a||R(@)[5 = v(a = 1) [R5 (18)
> 0% +ya [R5 — (o — DA+ ) [RW)]5 - v(@— DA +77Y) [|[R(@) — R@)5 (19
= 0% + (va —y(a = 1)1 +0) [R5 —v(a = DA+ 177" [|R(z) — R(y)|l3 (20)
=02+ (1~ (a— 1)) [R5 — (e — DA+ 1771 |R() — Ry)Il3 @1

Now, remark that relative sensitivity gives ||fR(y)|| > % (||IR(x) - R(y) Hg — R2> , which in turn
yields

ao? + (1 —a)o? (22)
>aA+nGf%afDMQWQO*R@W?<W)fﬂa*U@+n”Hm@%4Mw@

(23)
—o? = L (a- D)2+ (;u (a1 —Ala— 1)1+ nl)) IR(z) — R@)[2 -
(24)

‘We now use the condition on «, whichis that o« — 1 = for some p < 1. If we further assume

(2+ n(2+n)
that o2 > Z1= (- 1)n)R?, which is notably the case when o > 7R

aod+ (1 - a)o? > (;u Cla— ) —Ala— 11+ n-1>) IR() - RWIE @5)

(XL _2a- z) — 2
- (772 Y1) <2+n>) 1R(z) — R(y)2 26)
12| R(z) - Rw)12 @7

Putting everything back together, we get that for n(2+n)(a—1) < 1,and 02 > v(1—(a—1)n)R?/n?:
an® _an? 1

o R(@) = R _ o
a3+ (I —)od) ~2p 2y I—n@+ma—1) 29

Bounding the log term in (11). Remark that, as a consequence of Lemma 1, we have that a% = ra%,
for some r < (1 + 7)2. In particular, we have

log ol ~log ( r/ 20, ) _a-1 log(r) — llog (1 +(r— 1)a>
aos + (1 —a)o? V1—a+aro 2 2 r

(29)
The two terms can be upper bounded using log(1 + z) < x for z > —1,
-1 -1
a log(r) < a (r—1), (30)
2 2
and log(1 + ) > H% forz > —1,
1 1 -1 1 —(r—1
g (L =Dy Ly ez DD 31)
2 r 2 T
1 (a=1(r—1) 32)
2r+ (a—1)(r—1)
l(a=1)(r—1) (33)
2 1+ a(r—1)
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Overall, we obtain

o1 %08 (a—1)(r—1) 1 _ala—1)(r—1)?
log< 040%:—(1—04)02>< 2 (1_1+oz(r—1)>_ 2 ’

i
(34

Since (1+1)72 < r < (1 + n)?, we have that

_ 2+
1] S ma (4 = 11 = (1)) = (a2 ), 20 ) <2k, 9
so that in the end:
l—-a _« 2 2
d log o1 %08 < adn?(2 +n) ' (36)
a—1 ao3 + (1 —a)o} 2

A4 Tightness

As explained in the main text, the link with local sensitivity implies the tightness of the first term in
Theorem 1 (the one which depends on ~). We now discuss the tightness of the second term, which
comes from the log term in (11). In particular, we write (similarly to the previous section):

11—«
o ¥ « 1
lo 1L 92 = —log(1+u)— =log (14 au) = g(u) , (37
g( ao%—k(l—a)o%) 2 g ) 2 ! ) =9(w)

with v = r — 1. We would like to find an expression for g(u) when u ~ 0, which means that r ~ 1
and so 7 is small. Differentiating with respect to u leads to:

g’(u)=§< 1 : ) (38)

1+u_1+au

Note that ¢g(0) = 0, and ¢’(0) = 0, so we have to differentiate once again, leading to:

ney o o 1
g7 =5 <(1+au)2 (1+u)2>' 39
In particular, g’ (0) = w, sowhenr ~ 1,
o) = e 17 o -1y, @0)

The leading term is the same expression as we had before, up to a factor 1/2. In particular, the
bounding from the previous subsection is tight up to a factor 1/2.

Ideally, we would like to use this approximation as g(r). In order to do this, we have to show that
g"'(r — 1) < 0forall (o, ) we consider. Let us differentiate one last time, leading to:

m _ 1 o o’
700 =0 (o - ) “

One can remark that ¢"”’(u) < 0 for u < 0. However, it can be that "’ (u) > 0 for some u > 0.
More specifically, if « is large enough (o > 2 for instance), then one can show that g"’(u) < 0 for
the range of u that we consider (e, u =7 — 1< (1+n)2 =1 =n(2+1n) < (o — 1)1, Yet, this
does not hold for all o, and g"”’((aw — 1)) > 0 for o = 3/2 for instance. This is why we keep the
result which is off by a factor up to 2 for large «, but works for any value of (c, n) in our range.

A.5 Comparison with differential privacy

Corollary 1. Assuming that ~y < m ord > 8log(1/4), and that 0 < § < 1, the Relative

Gaussian Mechanism is (€, §)-DP with

e=x+2vxlog(1/08), wherex = 2—2+%n2d(2—|—n)2. (42)
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Proof. Applying the standard conversion result from RDP to (e, §)-DP, we get that the Relative
Gaussian Mechanism is (e, §)-DP for

2 2
~ an an LY
= = ——d(2 —_— . 43
‘ 1<:f}1n+7n>2 {g(a) 29(1 =02 +n)(a—-1)) + 2 (2+m)"+ oa—1 “3)
=" = 2n+n2

Restricting to o < 1 + m < 7(71(;7272), we have 77(2 + ) (a — 1) < 1/2. We can therefore upper
bound g(«) by
an?  an? log(1/6 log(1/6
gla) < 2L 4 %d(Q )%+ 75(_/1 ) — ot 75(_/1 ). (44)

This upper bound is minimal when y = 12’5511/)‘52) ,thatisa =1+ 4/ w. Using this value of a,
we have

e < g(a) < x + V/xlog(1/8) + /x1og(1/8) < x +2y/x log(1/5). (45)
m ord > 8log(1/9). These

inequalities indeed implies that & = 1 + 4/ w <1+ m, which is equivalent to

Note that we could choose this value of « since either v <

X 1

1
e neen? 807 tog(1/6)- (10)

8

B Relative L2 sensitivity for releasing gradients

Before we start this section, we introduce a few notions, that will be useful in particular in subsec-
tions B.1 and B.2. The first is the notion of Bregman Divergence, which is defined for a function i
and for points 6, 0’ as:

Dy (0,0") = h(0) — h(0') — Vh(O')" (0 — 6. 47)
One can see that h is L-smooth and p-strongly convex is equivalent to having for all §, 6’ € R%:
Lo 017 < Due.0') < 5 o - 011 (48)
The Bregman divergence also has nice properties w.r.t. convex conjugation. More specifically, the
convex conjugate h* of h is defined as h*(f) = argmax, @ "u — f(u). Then, it holds that:
Dy(0,0") = Dy« (VR(6"),Vh(0)). (49)

Bregman divergences are often linked in convex optimization to the notion of relative smoothness,
which generalizes regular smoothness. In particular, a function f is said to be L,.-smooth with
respect to h if for all §, 0’ € R<,

D¢(0,0") < LyaDp(6,6"). (50)

This recover standard smoothness when h = 3 |- Hz, and will play a key role in showing our relative
sensitivity assumption for gradient descent with general functions.

B.1 Utility (Proof of Theorem 2)

We provide below the proof of Theorem 2. We also prove that under the same assumptions (but this
result can also be used for = 0, i.e. f(+; D) is convex), we have that:

160 — 01" | 70°

70— f(0) < 102l T D)

5 t—1
where 0; = % oo k-
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Proof. We write f(0) = f(-; D) for simplicity. In this case, for all ¢ > 0,
E (1601 = 0.17] < 1100 = .17 = 27E [g7 (80 — 0.)] + 7E [lgu]I’]
= 118 = 01> = 20V £(8) T (0 — 0.) + 72 [IVF@)I + B[]
= [16: = 0.[1* = 27V £ (0:) T (8 — 0.) + 7> (1 +7) [V f(00)|* + 770>,
We now use the smoothness of f, which ensures that ||V f(6,)[|> < 2LDy(0.,6;), and obtain:
E [||9t+1 - 9*\\2} <16, — 0,1° = 27D (8, 0,) — 27(1 — (1 + 7)7L)Ds(6,,0,) + 7202, (52)
We can then use the p-strong convexity of f, which yields 2D (6, 60,) > u |6, — 6. ||2, and so:
E (10041 = 0.17) < (1= 72) 100 = 0> = 20 (1 = (1 +9)7L) [(00) = F(0.)] + 7202 (53)

By taking 7 < [(1 +~)L]™?, using that Dy > 0 since f is convex, and chaining the inequalities, we
obtain:

2 ¢ 2 ’7'(72
E |16 = 6:11°] < (1= 70)" 160 — 04" + T (54)
In the convex case (u = 0), we go back from (52), use the same step-size condition, and rewrite it as:

E (10 = 0.1° — 1601 — 0.1 12
< +

TO

0:) — f (6, . 55
£(60) = 1 = : (55)
We now write (telescoping sum):
t—1 2
1 (160 — 6| T0?
- — <=0 4
OB~ (0) < R+ (56)
k=0
Equation (51) is obtained by convexity of f. O

B.2 Bounding relative sensitivity for general functions

Let f, f’ be two functions on neighboring datasets (as defined in the main text), such that f — f/ =
fo— fi. Let f and f’ be u-strongly-convex, fo and f{j be L-smooth, and f and f} be Ly -relatively
smooth w.xz. both f and f’. In this case, we have that:

IV56) = VIO = =5 IV ol6) - V13(6)

= ig IV fo(8) = V£3(6,) = [V f5(6) = V £3(0,)] + V fo(6.) = V f5(6,)])”

n
= IV Fol6) = VRO + S5 IVF6) ~ VA + S5 19 5o0) — V(61
Then, using successively the L-smoothness of fy, the L. -relative smoothness of fy w.rt. f, and
strong convexity of f, we get:
LLye
I

We can then use the same bound for the f term, and for making f’ appear. Compared to direct
bounding without relative smoothness, we have replaced a condition number L/ by a relative
smoothness term L., which is generally much smaller. We then obtain that ? = O(kLye1/n?),
much like in Equation (10).

IV fo(8) = V f5(6:)|° < 2LDy, (6,6,) < 2LLia D (8, 6,) < IVFO*. 6D

B.3 Proof for orthogonal data
Let us assume that the data is orthogonal, i.e. that either X,' X; = X% or X" X; = 0. This is

actually slightly stronger, because we also assume that there is no norm spread for a given direction.
This could be relaxed so that results would depend on the average norm, but we keep it simple here.
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Consider that at least half of the dataset is fixed, and contains all different X; in equal proportions.
This means that the weight of each X is d !, since there are exactly d different ones. Indeed, there
cannot be more than d (otherwise the orthogonality constraint would be violated), and if there are less
than d we can just restrict to the relevant subspace. In this case, using that half of the data (w.L.o.g. is
fixed, we have that:

1 12 1<
_ Bl - Bl o v T
A_E;Xin >n;XZXi >;2d;XZXi7

where the last line comes from the fact that each X is represented n/d times, and we implicitly
assume (again, w.l.o.g.) that the ¢ first samples are all orthogonal to one another. In particular, for
je{l,...,d},

-2

d T 2
1X:01° X, A2X; < 2d || X7 X, x| X, =24 X)) X, XX, X, =
' ' Y )

Jj=1

Note in particular that the relative sensitivity is independent of the scale of each Xj;.

B.4 Proof of Proposition 1

Proof. We use for the proof that HAOA*1 || < \/EXOT A~1X,. However, A is a random variable,
with potentially unbounded condition number. Thus, we first need to use concentration on A to obtain
the result. We could alternatively directly bound || X ||* X A~2X,, which might lead to a tighter
bound (but only up to constants in the worst-case), but would require a specialized concentration

result. Let L, ;o > 0 be the largest and smallest eigenvalue of . Let us define A = A — pie01q. We
start by conditioning on the fact that n is large enough that A concentrates well around its mean:

p(i, | AiATY| > L) < pFi sit. |AAT| > Lea, [A = 2] < A) +p(J|[A = Z|| > A). (58)

We first bound the second term, for which we apply Even and Massoulié [2021, Theorem 3], which
states that:

) o 11 (261
p(|A -3 > A) §gforA=CgL2\/dﬂ+ “(d)n+ n(207h) (59)

where C is an absolute constant and degg = Tr(2)/L < d is the effective dimension of 3.

Let us now bound the first term. We set the regularization fiyeg = A = CyL? \/ d‘“‘fan(d)an(%fl) .
Since ||[A — ¥ < A implies that A 3= ¥ — AI,, we have that under this condition:
A=A+ pregly = 2. (60)
In particular, we obtain:
p(Fist. [[AATY| > Lie, [A— || < A) < p(Fist. X AT X > VELel, ||[A - 2| < A)
PG st XTSX, > VL, A — 5 < A)
p(Fist. X, 271X, > VELa)
< np(Xy X' X > VL)

where the last inequality follows from a union bound. Now, notice that if Xy ~ N(0, 3) then

<
<

d
Lre — e 2
p(Xg 271X > Lya) = p(X*(d) > Lyet) < 1 — F(kLyer,d) < (d‘e1 ) . (6D

where F (-, d) is the cumulative distribution function of the x?(d) distribution. One can then show

that Le1/d < ¢ for all d, and so we have that p(X] 371Xy > L) < e@exp(— Lg’l ), and so

in particular, choosing the right value for L, leads such that the probability is small enough leads to:

) 2
p(Xy 27 X0 > Lial) < o for Lyel = 6dlog ((5”) . (62)
n

O
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B.5 Proof of Proposition 2

Proof. The first thing we need to argue is that we can indeed use (10) for clipping, which requires that
if we have two neighboring datasets D and D', then V £ (8; D) — V f(6; D') = Ao — by — AL + b)),
where the tilde indicates the clipped dataset. This is true because C is independent of D or D’, and
so in particular all X; are clipped in the same way whether they beyond to D or D’, and so all indices
but 0 cancel when taking the gradients’ difference.

Now, let A = XX T be the covariance of the clipped dataset. Then,

-1 -
A:ﬁZXX ZXXT ‘I|ZXXT—Q)AC wpC. (63)
[ lGIc iclc
In particular, all points in the clipped dataset verify:
R4
I1XPX A7 X < w2 | X |IP X O X < 555 (64)
w?p
O

B.6 Proof of Proposition 3

Proof. The proof follows the following plan:

1. With probability d, there are at least |I.| > w(R.,d)n, with w(R.,d) = p(x3(d) <
R?) — /log(0=1)/2n.

2. These points concentrate, i.e., if we define A, = > X;X,"/|1.| then:

i€l

p(lAc — E[Ac]|| > ALR?

%) < § forn > 4log(2d/5) /9. (65)

3. E[A.] = p(R.)%, which finishes the proof.

1 - Lower bound on w. The indicator of the event {i € I.} is a Bernoulli random variable with
parameter p;, = p(X," ¥~ X; < R2). Thus, the random variable | I, follows a Binomial distribution
with parameters n, pr,. In particular, Hoeffding inequality leads to:

Pl = k) = 1= p(|Le| < k) > 1 —exp (=2n(ps, — k/n)?).
This means that taking k¥ = npy, — y/nlog(d—1)/2 leads to p(|I.| > k) < 6. We finish the proof by
noting that X" ¥ =1 X; follows a x?(d) distribution, so that p;, = p(x?(d) < R?).

2 - Concentration of the covariance. Let n. = |I.|. Fori € I, X,/¥7'X; < R?, and so
Amax(XiX;") < R2L. Let us define S; = X; X," /n.. Then,

4L°R?

ISk — E[Sklll < 2B2L/ne, andw = S E[|IS; ~E[Si]|] < (66)
i€l

In particular, we can then use Tropp et al. [2015, Corollary 6.1.2] to bound the tails of A, = El el S;

as:

nt?
A.—EJA >t) <2 — .
(4. ~ B4 > ) < 2desp (- gt 177 ) 7
In particular, if t < 6LR§ then
nt?
p(14c = BLA) 2 1) < 2d0xp (= 57 ) 69)
In this case, we have that
P <||AC —E[AJ]| > ALR? bg(?f””) < § forn > 4log(2d/5) /9. (69)
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E [A.] is lower bounded by the covariance. We write, using the change of variable u = N rg

1 2 n"1ly
E[A] = 71/ 1{z'2 e < R?}aa e T da
(2m)4/2[5]2 Jra
11 2 oy T lp? 1
=X2 )2 /Rd I{|lu]|” < RZ}uu' e 2 dud?

1 sl
- < =i
< Gy [, Ml < B2

where the last line follows from the fact that the expression within the integral is completely symmetric,
so for any u, each direction receives a weight proportional to d 1. In particular,

flu)?
2 du,

_ 1 2 9 _lug?
p= g [, 1P < B2l e, 0)

which only depends on R, and is close to 1 for instance when R2 > 2d. If we did not have the |u]|*
term within the integral then this would be exactly equal to the cumulated distribution function of the
x2(d) distribution. Yet, it is slightly different in our case and a more precise evaluation would require
specific detailed derivations. O

C Details on the experimental setup

In this section, we provide the various details needed to reproduce our results. Note that we also
provide code in supplementary material. Our experimental setup assumes that the data is split across
2 nodes. At each step ¢, node ¢ privately releases its gradient gt(z), computed at point 6,. For all
methods, we run the following gradient descent algorithm:

1
Ouir = 00— 7 S (01" +9,7), ()

where 7 is the step-size. In order to comply with the guidelines of Theorem 2, we set
it as half the maximum of the largest eigenvalue of the local covariance matrices, so 7 =
0.5/ max(Amax (AM), Amax(A®))) which is an approximation for the true largest possible step-
size. This is the step-size we use regardless of the method used for noising. Then, all methods only
differ in the way they add noise to the gradients. The non-private method thus releases:

1 & 1 &
= NZVfij(e) = NZAija—bij. (72)
j=1 j=1

C.1 Parameters for GD with clipping

For gradient clipping, each node clips all its individual gradients using a clipping threshold ¢(*). In
particular, the noisy gradients write:

N
vfz] ot Cz 2
+N(0, 0 73
Z e [N T 0o 73)

where the variance of the noise o2 is computed as

2
Qac;
ot = N (74)

where a and ¢ are the Rényi-DP parameters. The results of DP-GD heavily depend on how we set
the clipping threshold c;.

One way of setting it is simply to randomly try out some clipping thresholds (potentially with external
knowledge), but this is quite inefficient, as each node node needss to release M times more gradients
to the other node if we would like to try M thresholds. Instead, we assume in this work that we can
estimate the stochastic gradients at the optimum for the function we consider, and choose the smallest
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threshold such that none of these gradients is clipped, so ¢; = max; ||V f;;(67)]|. This leverages
auxiliary information, and is a very strong baseline in the homogeneous setting, but leads to small
clipping thresholds in the heterogeneous setting. This leads to small noise but potentially large bias.
We observe in our experiments that thresholds significantly lower than ¢; do not introduce such a
large bias still. We conjecture that this is due to the fact that the bias introduced from clipping is
small for specific distributions, for instance symmetric. Also note that per-instance clipping is in
general computationally expensive, and in particular required significantly more time in our case.

C.2 Parameters for GD with relative sensitivity

In this case, the noisy gradients we release are of the form:
. 1 N ~ -
6" = @D+ NO, 3GV + 0F), where g = 53" iy — by (75)
j=1

The parameters ~y; and o depend on the relative sensitivity parameters 7 and R, as specified
in Theorem 1. To set 7, we rely on Assumption 1. This requires some prior knowledge in order
to have a covariance that is independent of the specific dataset we sample, which will be heavily
application-dependent. Thus, what we do instead is that we choose this ellipse as the covariance of
the full dataset, with a radius such that it contains 99% of the points in the base dataset. We then drop
the remaining points (we could alternatively keep them and project them back onto the ellipse). To
set Rye1, we use that it is bounded by 7 ||b;|| + 2max ||b;;||. Thus, we bound it by computing the
max norm of the b;;, which can also be enforced via clipping. Although ||b;| < max ||b;;]|, we use a
separate threshold for ||b;|| which usually leads to tighter guarantees. Note that we can alternatively
approximate the local optimum 6} and set Rye = maxy ¢ ||V fix(07) — V fi0(67)||. However, we
choose not to in this case because we want something that is enforceable, and this bound is harder to
enforce via clipping the b;;. We neglect the privacy loss term an?d factor in our code since we only
consider datasets of small dimension. Similarly, as the examples are mainly intended to be illustrative
and the constants have not been optimized for, we omit constant factors when estimating 7.

As in the clipping case, this specific procedure of choosing the hyperparameters does not strictly
guarantee differential privacy, as it uses local datasets. Yet, in practice, application-specific knowledge
can help set these parameters. We choose these favorable parameters to show what different methods
can do with appropriate hyperparameters, without explicitly quantifying the privacy loss incurred by
having to find these parameters. Besides, we choose parameters that can be enforced, so that strict
DP is guaranteed if we assume we have some public data to estimate these parameters on.

We present experiments on the ijcnnl dataset since the estimated n were rather small, and so could
illustrate a case in which RGM,, ,, is useful. This is also the case for other LibSVM datasets that we
tested, such as HIGGS or SUZY. Other datasets such as cod-rna require high levels of regularization
to obtain small 7, potentially trivializing the initial problem.
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