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Federated Linear Stochastic Optimization Existing Method: FedLSA Algorithm
Take N matrices A°'s and vectors b’s Input: 7 >0,0,€RY T,N,H >0
Goal: solve collaboratively fort=0to7 — 1 do
(FEA) -5 2w oo 1o\ do
c=1 c=1

for h=1to H do

- is uni A¢ and b¢ lit N
assuming 6, is unique, and an are split among Observe Z°, and perform local update:

agents, with stochastic oracles A“(Z;;) and b“(Zf,).

Oracles are unbiased with bounded variance, and for Orn = t,h—1 n(A(Zf ) t,h—1 — b(Z§ ))
N < 7o, there exists a > 0 such that Aggregate local updates ;| = - Zc:1 c
3[|ld — nA<(ZE,)|7 < 1 - na

We propose a new analysis of FedLSA, inspired by Wang et

Applications: federated TD learning, linear regression... 3l 2022 and Samsonov et al.. 2024

We show that local training with control variates in federated LSA

accelerates while preserving the linear speed-up

Parameter setting required to reach E [||07 — 6,]|?] < €* for different algorithms/analyses

Algorithm Communication 7’ Local updates H Sample complexity T'H
FedLSA |[Existing analysis Doan, 2020] @, (Cgé 10g ) | O (gé 10g )
§ FedLSA [Our analysis] ( 10g ) O(NLE) O(NCLQ 5 10g )
q;) (?) Scaffnew [Extended to LSA|] ( 1 10g ) O(é) O(m 10g E)
c 0
= Scafflsa [Our analysis] ( 10g ) @, (NLGQ) @, (N;QGQ 10g %)
Proposed Method: SCAFFLSA algorithm Numerical Study [on heterogeneous Garnet]
Inspired by Mishchenko et al., 2022’s ProxSkip!] SCAFFLSA does not have bias when H increases!
Input: 7 >0, 0),& R T, N, H > 0 ek 10™ e

10711 —e— FedLSA

nitialize 6, = 0,
—+«— SCAFFLSA

_ —3_

fOr c=1to N do 10 -——- FedLSA’s bias \)‘\—\x

for h =1to H do 0 10 20 30 40 50 0 10 20 30 40 50

Observe Zf , and perform local update: Communications (x100) Communications
0, , — 6)0 Ac Zc _be(7c, ) — g¢ (a) Heterogeneous, (b) Heterogeneous,
1 N : : : :

Aggregate local updates 0,1 = N Zczl tC,H Both algorithms have linear speed-up, FedLSA is biased...
Update control variates: &, = & A n;[(eﬂ_l — 07 ;) e =000 =001 —— =01 e =1 e FedlSA  —— SCAFFLSA
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